Item-to-item recommendation is a typical recommendation scenario in real-world recommender systems. One can, for instance, partially overcome the user cold-start problem by providing non-personalized item-to-item recommendations relevant to a selected/viewed item for a new user. Items that are most similar to the given item are then displayed. The similarity can be here defined in different ways, using for example metadata (“similar items”) or transactional data (“users viewed this item also purchased the followings”). Since the concept of item similarity is an intuitive notion, typically not explicitly defined for the recommender, the quality of the similar items greatly depends on the evaluation (that is adjusted to business requirements).

Item-based collaborative filtering approaches are occasionally also referred to as item-to-item methods. This is because similarity based approaches can be easily transformed into personalized ones (item-to-user) by recommending items that are similar to the ones in the user’s history. To avoid confusion, in this paper we use the term item-to-item recommendation for the concept of recommending similar items to a given item. Therefore, in our case, the recommendation list does not depend on the visiting user, but only on the visited item.

Collaborative filtering (CF) recommender algorithms use only transactional data, yet considered as the state-of-the-art methodology for personalized recommendation. Factorization based methods compute a low rank vector (feature vector) for each user and each item, and preferences of a user on an item is approximated by the scalar product of the appropriate vectors. In the general item-to-user scenario – where items that satisfy the needs of the user the most are recommended – factorization based models proved to be a scalable and accurate way to tackle the recommendation problem. Therefore, we investigate in this paper how to apply the same framework for item-to-item recommendations using similarity between the item feature vectors.

CF methods work on transactional data. Transactional data is often classified into explicit or implicit feedback types. The main differences are that explicit feedbacks directly describe the preferences of the user on items (e.g. in the form of ratings), and both positive and negative preference data are provided by users. On the other hand, implicit feedback data are indirect clues for user preferences; that can only be inferred from user’s navigational and purchase history (its elements termed as events). For implicit feedback, web shop usage is a typical example. The presence of an event does not always mean positive feedback (e.g. whether the product is
Context-aware recommender systems integrate contextual information into recommendation approach. In this paper, context is used as “event-context”, that is, context is considered as a property of a user–item interaction (e.g., time of the event, actual mood of the user when recommendation is requested, etc.) in contrast to static properties specific to users (user metadata) or items (item metadata). Context-aware approaches have substantial advantages over other collaborative filtering methods as they tend to be more accurate and able to adapt to temporal circumstances (like the mood of the user).

This paper deals with the intersection of the above four areas: item-to-item recommendations, context-awareness, implicit feedback data and factorization models. We investigate our recent context-aware tensor factorization methods (ITALS and ITALSx) from the point of view of item-to-item recommendations, and we propose how contextual information can be integrated into the similarity computation.

The paper is structured as follows. Section 2 briefly reviews the main advances in item-to-item recommendations and in context-awareness. The main idea of the paper (i.e., the incorporation of the context information into similarities) is presented in section 3. In the first part we describe the models we use; the second part deals with the proposed approach for each model. We report on our experiments and results in section 4, where the strengths and weaknesses of the different approaches are also discussed. Finally, section 5 concludes the paper.

2. RELATED WORK

Item-to-item recommendation — just like item-to-user recommendations — can be classified as content based filtering (CBF) or collaborative filtering methods (CF). Item-to-item CF methods are usually neighbor based [17], meaning that the similarities between items are defined as the similarities between the sets of transactions of the items. Another approach is to extract association rules [3] from the data. These rules then can be used to recommend items to the actual item (e.g., “who viewed this item, also viewed those items”). This method can perform well in certain application areas [9].

Context-aware recommender systems (CARS) [1] emerged as an important research topic in the last years. Recently, entire workshops were devoted to this topic on major conferences. The application fields of context-aware recommenders include among other movie [6] and music recommendation [5], point-of-interest recommendation (POI) [4], citation recommendation [11]. Context-aware recommender approaches can be classified into three main groups: pre-filtering, post-filtering and contextual modeling [2]. Baltrunas and Amintrain [5] proposed a pre-filtering approach by partitioned user profiles into micro-profiles based on the time split of user event falls, and experimented with different time partitioning. Post-filtering ignores the contextual data at recommendation generation, but disregards irrelevant items (in a given context) or adjust recommendation score (according to the context) when the recommendation list is prepared; see a comparison in [18]. Tensor factorization — falling into the contextual modeling category — was proposed as a solution for context-awareness in the factorization framework. There are different approaches for explicit [16, 19] and implicit feedback data [21, 14, 13].

3. CONCEPT

We present in this section how item-to-item recommendation can be performed using context-aware factorization models.

3.1 Context-aware factorization models

Before introducing the main idea of this paper, the base methods are to be introduced. Since we concentrate on the implicit feedback case, we review iALS, ITALS and ITALSx methods.

IALS [15] is the seminal method for handling implicit feedback in the factorization framework. It factorizes a full binary matrix — describing the user–item interactions — optimizing for weighted root mean squared error (wRMSE) using alternating least squares (ALS). A cell of the matrix is 1 only if there is at least one transaction between the user and the item. Therefore the number of zeroes is dominant over the number of ones in this matrix. The weight corresponding to a cell with zero is 1 and otherwise. The actual weight may also depend on the number of transactions between the given user and item. The method results in two low rank (feature) matrices: one for the users and one for the items. Each cell of the original matrix is approximated by the scalar product of the appropriate user and item feature vector. IALS computes the feature vectors efficiently by decomposing the derivatives at the minimizing step into user-dependent and user-independent parts (see details in [15]), thus the method scales linearly with the number of non-zeroes in the original matrix.

ITALS [14] is the generalization of IALS for tensors, and thus provides a solution for context-aware recommendations in the implicit case. An additional context dimension is added to the user–item setting thus extending the matrix of transactions to a tensor and a feature matrix for each dimension (user, item, context(s)) as output. ITALS uses the same approximation framework as IALS (binary input, weighted RMSE as objective function, and ALS as optimizer), but approximates the cells by the sum of elements in the Hadamard or elementwise product of three vectors for the given user, item and context-state. Since the derivatives involve more factors, the decomposition that allows for efficient calculation time is somewhat more complicated as for IALS. It is shown in [14] that the complexity of this algorithm can theoretically be the same as that of the IALS.

ITALSx [13] applies the binary tensor approach with a different approximation model. The cells are approximated by the sum of three scalar products: between the user–item, user–context and item–context feature vectors (see also Ta-

1More than one context dimensions might be added but it is not advised to use too many of them since then the tensor becomes extremely sparse.
table 1). It is shown in [13] that the model has the same complexity as ITALS, that is, it scales linearly with the number of non-zero inputs in the tensor. The main difference in angle lies within that iTALS uses context-state based reweighting of the user–item relations, while iTALSx considers the effect of context separately for the user and the item dimensions (by projecting the relation into two dimensional subspaces), but meanwhile the singular context feature vector (per context-state) still ensures that context features are influenced by both users and items.

Table 1 summarizes the properties of the three approaches. \( P, Q, \) and \( C \) are the user, item, and context feature matrices, each column of a matrix is a feature vector. Users, items and context-states are indexed by \( u, i \) and \( c \) respectively, while the \( P_{u,i} \), \( Q_{i} \), and \( C_{c} \) denote the appropriate column of the matrix. The \( \hat{r}_{u,i} \) value is the predicted preference of the user on the item (given the current context for context-aware methods).

### Table 1: Main properties of used algorithms

<table>
<thead>
<tr>
<th>Method</th>
<th>Model</th>
<th>Implicit?</th>
<th>Context?</th>
<th>Common properties</th>
</tr>
</thead>
<tbody>
<tr>
<td>iTALSx</td>
<td>( \hat{r}<em>{u,i} = (P</em>{u})^{T} Q_{i} + (P_{u})^{T} C_{c} + (Q_{i})^{T} C_{c} )</td>
<td>Yes</td>
<td>Yes</td>
<td>modeling: binary tensor</td>
</tr>
<tr>
<td>iTALS</td>
<td>( \hat{r}<em>{u,i} = (P</em>{u} \circ Q_{i} \circ C_{c}) )</td>
<td>Yes</td>
<td>Yes</td>
<td>learning: ALS</td>
</tr>
<tr>
<td>iTALSx</td>
<td>( \hat{r}<em>{u,i} = (P</em>{u})^{T} Q_{i} )</td>
<td>Yes</td>
<td>Yes</td>
<td>optimizing: wRMSE</td>
</tr>
</tbody>
</table>

### 3.2 Two levels of context-aware item-to-item recommendations

Similarity between items must be defined in order to provide item-to-item recommendations. In the factorization framework it is the similarity between item feature vectors. Here we investigate two alternatives for similarity: cosine similarity and scalar product. The main difference between them is that scalar product favors feature vectors with higher norm. Usually the norm of the feature vector is higher for more popular items, therefore those are more often similar to other items. This might increase accuracy (as a many users likes popular items), but might also reduce the diversity and the coverage of recommendations.

It is interesting to note that similarity between item feature vectors is used, but the models are optimized for predicting the user–item relations. This is because the desired similarity between items is not supplied for the system. Also it is assumed that a good factorization method produces similar feature vectors to similar items.

Context-aware methods are able to achieve better results compared to context-unaware ones. This is mainly because (1) good context separates items and/or users that behave differently, thus makes it easier to learn the user–item relations more efficiently; (2) different recommendations can be provided in different situations given that context-states differ. Based on these observations, two levels of context-awareness can be incorporated into factorization based similarities. The first level is to use the standard similarity

\[
S_{i,j}^{(1,1)} = \frac{(P_{i})^{T} P_{j}}{(P_{i})^{T} P_{i} (P_{j})^{T} P_{j}} \tag{1}
\]

i.e. cosine similarity between item features, while learning a context-aware method. If the expressive power of context information is large the context-aware method will learn more accurate item models than the context-unaware factorization. Therefore the similarities between the items will be more precise. This approach is only based on (1) and while a legitimate strategy, it does not exploit the full potential of context information. For example item-2-item recommendation lists created in this way will be static, that is, he same set of items is recommended to a given item in every context-state.

The second level of context-awareness of item similarities leverages the context information through the feature vector of the context-state. The actual similarity value is calculated differently for different models\(^2\). Equation 2 and equation 3 defines the second level context-aware similarity for iTALS and iTALSx respectively\(^3\). Both similarities are context dependent therefore should be indexed with the selected context-state as well (in addition to the indices of the two compared items).

\[
S_{i,j}^{(1,2,iTALS)} = \frac{1^{T} (P_{i} \circ C_{c} \circ P_{j})}{\sqrt{(P_{i})^{T} P_{i} (P_{j})^{T} P_{j}}} \tag{2}
\]

\[
S_{i,j}^{(1,2,iTALSx)} = \frac{(P_{i})^{T} P_{j}}{\sqrt{(P_{i})^{T} P_{i} (P_{j})^{T} P_{j}}} + \frac{(P_{i})^{T} C_{c}}{\sqrt{(P_{i})^{T} P_{i} (P_{j})^{T} P_{j}}} + \frac{(P_{j})^{T} C_{c}}{\sqrt{(P_{i})^{T} P_{i} (P_{j})^{T} P_{j}}} \tag{3}
\]

Let us investigate the differences between the two approaches in detail. In \( S_{i,j}^{(1,2,iTALS)} \) the context feature vector re-weights the scalar product of the two item feature vectors. The importance of a feature depends on the selected context-state. Some items that are similar in one context-state may be different in another. Consequently, the approach is very sensible for the proper context selection: while context dimensions of context-states that suit the problem well may result in much increased accuracy (as the model is fully context-aware), if the context-states are not appropriately selected.

\(^2\)The calculation of similarity values does not depend on the loss function, nor on the learning method.

\(^3\)The equations present the calculations using cosine similarity. For scalar product, the normalization with the length of the item features should be omitted.
for the problem or the context features are not learned well, the similarities will be completely incorrect.

As shown in our ongoing research [13], the personalized recommendations generated by iTALS may also suffer from the sensitivity to the proper context selection but the effect is much smaller there, because the feature vectors are optimized using the same model as with the predictions are made.

On the other hand, $S^{(L2,\text{iTALS})}$ is a more stable similarity function approach that depends on the context feature in less extent. The similarity model has three terms: the first context-independent term is borrowed from Eq. (1), while the other two terms are context-dependent capturing how the given context-state favors the $i^{th}$ and $j^{th}$ items. Unlike the $S^{(L2,\text{iTALS})}$ similarity, the context feature has no effect on every term of the similarity prediction, therefore $S^{(L1)}$ acts as a regularization term, even if the context dependent promotions/demotions go astray.

We opt for not normalizing the context features in equations (2), since for the iTALS model, the length of the context feature has no effect on the item ranking in a given context-state. On the other hand the normalization of the context vector at the iTALSx model yields a different model, coined as iTALSxN. The main difference between these models is that the effect of the item demotions and promotions are stronger with the non-normalized version.

4. EXPERIMENTS

We used four genuine implicit feedback data sets (LastFM 1K [7], TV1, TV2 [8] and Grocery) to evaluate our algorithm. The properties of the data sets are summarized in Table 2. The column “Multi” shows the average multiplicity of user–item pairs in the training events. Chronological train–test splits were created. The length of the test period was selected to be at least one day depending also on the domain and the frequency of events. We used the artists as items in LastFM.

Our primary evaluation metric is recall@20. Recall is defined as the ratio of relevant recommended items and relevant items. An item is considered relevant for a user if there is an event in the test set with the given user and item. Recall does not take into account the position of an item on the recommendation list. We choose cutoff 20 for several reasons. First, the length of the recommendation list is limited as users are exposed to a few recommended items at a time, and their depends on the user interface. However, during a user session, several recommendation widgets can be shown, so user may see 20 recommendations during a visit. Mean Average Precision (MAP) was used as a secondary evaluation metric. MAP considers the order of the recommended items thus preferring methods that put the relevant items at the beginning of the recommendation list. We also used a cutoff value of 20 for MAP (denoted as MAP@20).

We also calculated coverage, a metric that quantifies the ability of the recommender system to explore the entire item catalog [12]. We adopted a version of catalog coverage [10, 20], that we call perceived catalog coverage, the ratio of actually recommended items compared to the number of items measured over the entire test period. Larger coverage means that users get more diverse recommendations in general, that is usually considered as a desired property of the recommender system [20]. Usually more accurate recommender algorithms tend to have lower coverage [22], since—by the nature of the concept—many users prefer popular items, therefore models being biased towards popular items achieve higher accuracy but lower coverage.

Seasonality was used as context information, because it relies solely on time stamp of the events that is available in all of the data sets. On seasonality we mean that we define a periodicity and divide it into smaller time intervals called time bands. For example, hours of a day can be time bands of a day, or the weekdays and the weekend can be time bands of a week. The context of an event is the time band in which it happened. The periodicity (or season) was a week for the Grocery data set and one day for the others, because users tend to do shopping once or twice a week, while activities related to music listening or movies watching show daily periodicity. The time bands were the days of the week for Grocery and four hour long time windows for the other databases.

4.1 Initial results

The first experiment revolves around the usefulness of the context-aware similarities. The results are showcased in Table 3. Since no item-2-item similarities are given, we perform the evaluation schema as described next. We assume that if a user interacts with two subsequent items then the second one can be considered as a meaningful recommendation to the first one, if the time difference between the two events is not very large. Thus recall and MAP values were measured as follows: the events in the test set were ordered by their time stamps. A preceding event of an event is defined as the closest event within 24 hours. If there was no preceding event than no recommendations can be generated and the algorithms can not score on given test event, but it is still considered in the measurements. In case the an existing preceding event, an item-to-item recommendation list was generated to the item of the preceding event.

General observations: As it was expected, scalar product similarities generally achieve higher recall (and MAP) and lower coverage, because they prefer more popular items. The iTALSx-based model acts more similarly to the context-unaware similarity than the iTALS-based model. It is especially true when L2 similarities are used. The iTALS-models with L2 context-aware similarities seem to be very sensitive to the quality of the context dimension (e.g. performance on TV2 with season and on Grocery with seq. is very poor).

Grocery dataset: Recall is similar for the context-unaware and context-aware similarities using cosine similarity (both level 1 and 2). This implies that the average number of relevant items recommended are similar for each method. However the L2 similarity with the iTALS-based model achieves higher MAP. This means that the ranking of those items is better. The coverage of the recommendations is much higher for the context-aware methods using cosine similarity. With scalar product similarity the coverage also increases in most cases, the accuracy (recall and MAP values) of the algorithm is also significantly better, especially if iTALS-based models are used.

TV1 dataset: The results are similar with both cosine and scalar product similarity. The iTALS-based models perform similarly to the context-unaware method, while the iTALSx-based model performs slightly better. The only outstanding
result is the L2 iTALSx-based similarity with scalar product. Also, the coverage values for the L2 methods and cosine similarity outperform that of the basic method.

**TV2 dataset:** In earlier works we found that seasonality (with these settings at least) does not suit this data set as a context dimension. Thus it is surprising that the context-aware approaches are on par with the basic approach. The iTALS-based models are slightly worse, while iTALSx-models achieve approximately the same results when cosine similarity is used. iTALS L2 similarity has poor performance with scalar product, because this approach is very sensitive to the quality of context.

**LastFM dataset:** The performance of iTALS-based methods are a little bit better, while iTALSx-based approaches are slightly outperformed by the basic method. However, there is a notable increment in the coverage for context-aware methods, except for L2 iTALSx-based.

### 4.2 Sensitivity to context quality

The second experiment examines the sensitivity of the approaches to context quality (see Table 4). Here the context-states were created automatically using a simple clustering within the context dimension to suit the data better [13]. As shown in [13], the automatically determined context-states performs usually better than the manually constructed ones.

The improved quality of the context dimension enables the context-aware methods to perform better. Apparently the iTALS-based approach can benefit more from this than the other model, because it is more sensitive. The usage of automatic context selection improved the results by an average of 4.62% and 4.01% for iTALS and iTALSx models on Level1 and by 21.35% and 11.06% respectively on Level2. We highlight two extreme cases from the results. The first is context-aware, iTALS-based L2 similarity on TV1. Here recall is 7–9 times the recall of the basic approach. The actual ratio depends on the similarity metric. The other one is the same method on TV2. In this case the recall is a small fraction of that of the basic method. These examples demonstrates how the similarity metric L2 with iTALS is sensitive to the proper context values.

### 4.3 Which approach to use?

The experiments show that each method has its strengths and weaknesses, thus a clear winner can not be declared. If the quality of the context dimension (w.r.t. the problem) is acceptable than L1 methods with either model can be used to increase coverage without loss in accuracy. The relative performance of iTALS and iTALSx models depends on the
used similarity metric and the properties of the data set. For example: data with stronger popularity-effect can tolerate more noise in the context dimension when scalar product similarity is used instead of cosine similarity. Generally, the iTALS-based model should be applied in such a setting that tolerates better the noise in the context.  

If the context quality is fair, then L2 similarities can greatly improve performance. The iTALS model is often better in this scenario, and may increase recall beyond expectations (see TV1 results in Table 4). However the sensitivity of iTALS to context selection is a double-edged sword, and thus can yield in large performance decrease (see TV2 results in Table 4). If the context quality is poor, then no improvement can be expected from context-aware methods in general, including context-aware similarities as well. In such a case, one should stick to be original context-unaware approach.

5. CONCLUSION

This paper proposed context-aware similarity functions based on the feature vectors of context-aware factorization methods. Two levels of context-awareness were defined. On the first level, context is only used to enable the algorithm to be able to learn the item features better, but the similarities themselves are not context-aware. The more advanced level-2 approaches define context-dependent similarity functions. We measured recall, MAP and coverage in the experiments performed on four implicit feedback data sets, but not clear winner could be specified. The proposed approaches can improve either accuracy (recall and MAP) or coverage, or in certain cases both. The context independent level-1 methods, where context is only used during the learning, perform consistently, but usually only slight improvement can be achieved over the baseline. On the other hand, context dependent similarity approaches are very sensitive to the context quality. This can result both in outstanding and in very poor performance. The sensitivity is different for the two investigated models: the Hadamard product based iTALS is much more sensitive than the pairwise product based iTALSx model.  

The results suggest that in a practical application scenario, context-aware item-2-item recommendation algorithms are advised to be used since at least a small improvement can always be achieved with level-1 approaches. From level-2 approaches, the more robust iTALSx-based method can be used safely almost every time, while on the other hand, the more sensitive level-2 iTALS-based methods should be used with care, but can greatly improve the performance if used with proper context dimension.

Future work includes the thorough examination of context dimensions and context states that will enable us to predict which context dimension will prove useful for a given problem and with a given model. We assume that some context dimensions are more suitable for creating context-aware item biases (or in other words: too promote and demote items), while others are more useful in a reweighting setting, and we assume that this property of the context can be predetermined from the data.
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