
RecSys’16 Workshop on Deep Learning for Recommender
Systems (DLRS)

Alexandros Karatzoglou
Telefonica Research

Barcelona, Spain
alexk@tid.es

Balázs Hidasi
Gravity R&D

Budapest, Hungary
balazs.hidasi@gravityrd.com

Domonkos Tikk
Gravity R&D

Budapest, Hungary
domonkos.tikk@gravityrd.com

Oren Sar-Shalom
IBM Research
Haifa, Israel

orensr@il.ibm.com

Haggai Roitman
IBM Research
Haifa, Israel

haggai@il.ibm.com

Bracha Shapira
Ben-Gurion University

Beersheba, Israel
bshapira@bgu.ac.il

ABSTRACT
We believe that Deep Learning is one of the next big things
in Recommendation Systems technology. The past few years
have seen the tremendous success of deep neural networks
in a number of complex tasks such as computer vision, nat-
ural language processing and speech recognition. Despite
this, only little work has been published on Deep Learning
methods for Recommender Systems. Notable recent appli-
cation areas are music recommendation, news recommenda-
tion, and session-based recommendation. The aim of the
workshop is to encourage the application of Deep Learning
techniques in Recommender Systems, to promote research
in deep learning methods for Recommender Systems, and to
bring together researchers from the Recommender Systems
and Deep Learning communities.
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1. INTRODUCTION
The past few years have seen the tremendous success of

deep neural networks in a number of complex tasks such
as computer vision, natural language processing and speech
recognition. Therefore it is one of the hottest topics in the
machine learning community recently. Deep learning is a
class of algorithms where data is passed through a cascade
of nonlinear processing layers organized in complex archi-
tectures where each layer learns latent representations of
the data.

Despite this yet relatively limited uptake of the technol-
ogy in the recsys community, we believe that deep learning
is one of the next big things in recommendation systems
technology due to several reasons:

(1) Deep learning is capable of capturing complex depen-
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dencies and nonlinearities in large sets of data that other
algorithms can’t, thus it can bring a new and deeper mod-
elling of user preferences encoded into the algorithmic layer,
without the necessity to understand the exact nature of pat-
terns contributing to the prediction.

(2) Deep learning techniques can integrate additional data
sources (the content itself, text, images, music, video, etc.)
to enrich the preference models of recommender algorithms
by extracting high quality feature representations. Previ-
ously recommender systems have focused on utilizing the
transactions and/or the descriptors of the content (i.e. meta-
data). However, the visual information users see about the
product (i.e. an image of the product) makes a large con-
tribution to user decisions (e.g. if they will click or not on
the recommendations). Deep learning methods allow for a
better and more accurate modeling of the content features
of the item, particularly visual features such as images, tex-
tual features such as the description of the item or the audio
signal of a song.

(3) Deep learning has the potential to allow for direct
modeling of user preferences, with enough data on user pref-
erences it is conceivable that user models of product prefer-
ences could be derived based on the content features of the
items alone. For example one could potentially fine-tune a
generic convolutional image classification model to recognize
items that a user will like e.g. a particular pair of shoes or
sportswear or even a potential partner (reciprocal recom-
mendation). This will allow for user preference models that
do not depend on collaborative filtering and thus the collec-
tion and modeling of large amounts of preference data on a
single server.

(4) Finally deep learning methods provide a rich toolkit
for key recommendation problems e.g. session-based rec-
ommendation with recurrent neural networks. The uptake
of machine learning methods in the recommendation com-
munity is relatively limited to a small set of methods e.g.
matrix factorization, LDA. Deep learning methods can and
have been used in collaborative filtering models e.g. de-
noising autoencoders, Restricted Boltzmann Machines etc.
We expect to see more research on how to use deep learning
methods in a collaborative filtering setting with models that
take into account content and context. Deep learning meth-
ods have the potential to expand upon this set of methods
and to enhance existing ones.

The aim of DLRS 2016 is to help introduce and speed-



up the use of deep learning in the RecSys Community by
bringing together researchers from the Recommender Sys-
tems and Deep Learning communities.

2. DEEP LEARNING IN RECSYS
Most of the work on deep models and recommendations

focus on the classical collaborative filtering (CF) user–item
setting. Restricted Boltzmann Machines (RBM) were one
of the first neural networks to be used for classical CF and
recommender systems [5]. More recently denoising autoen-
coders have been used to perform CF in a similar manner
[8]. Deep networks have also been used in cross-domain rec-
ommendation whereby items are mapped to a joint latent
space using deep neural networks [1].

Including automatically generated content features in the
recommender is one of the most exciting imminent research
paths with deep learning. Prior work typically used these
features together with more conventional collaborative fil-
tering models. Convolutional deep networks have been used
to extract features from music files that are then used in
a factor model [6]. More recently [7] introduced a more
generic approach whereby a deep network is used to extract
generic content-features from items, these features are then
incorporated in a standard CF model to enhance the recom-
mendation performance. This approach seems to be particu-
larly useful in settings where there is not sufficient user–item
interaction information. Image features that have been ex-
tracted using convolutional networks have been used in clas-
sical matrix factorization-type CF in [2, 4] to enhance the
quality of recommendations. Deep learning can also address
novel recommendation problems. For example [3] used a
custom recurrent neural network to model click-session data
to provide session-based recommendations.

3. THE POTENTIAL OF DEEP LEARNING
We outline four major broad research topics, which have

huge potential to significantly improve recommender algo-
rithms.

Content modeling: Incorporating unstructured data
sources such as text, audio, video or image into recommen-
dation algorithms is one of the more trivial ways of apply-
ing deep learning. As we argued earlier, the inclusion of the
content instead of its metadata makes more sense and ex-
pected to give better recommendations. True content based
methods can help recommenders with long standing issues
like the item cold-start, while simultaneously recommending
relevant content.

User and session modeling: Traditional collaborative
filtering is largely focused on creating static user models,
which are good for domains where tastes are expected to
change slowly and item relevance is preference-based rather
than necessity based (e.g. movies as opposed to household
appliances). Some domains require more dynamic behav-
ior modeling. In others, it is important to find the bal-
ance between using long-term and short-term user histories.
Modeling intent is also important for knowing what the user
really wants and recommending accordingly. Last, but not
least, using sessions rather than user histories is important
in situations where the permanent user cold-start problem
is present. All of the aforementioned problems can be po-
tentially addressed by the proper use of deep learning’s se-
quence modeling (e.g. recurrent neural networks).

Situation modeling: Surrounding ourselves with more
and more sensors allows recommenders to get more data
about the situation that we are in and recommend accord-
ingly. Moving towards this situation based (or context-
driven) recommendation will be one of the main shifts in
the next few years. Understanding the situation from a large
amount of sensory data requires powerful pattern recogni-
tion methods, such as deep neural networks.

Adapting deep learning: Even though deep neural net-
works have great potential, their application in the field of
recommender systems should be done with care. Practical
considerations – e.g. training time, response time and scal-
ability – must be taken into account when developing novel
methods. Therefore neural models should be adapted to fit
the recommendation task.

4. SUMMARY
Deep learning achieved tremendous success on tasks, con-

sidered to be hard for computers. We believe it is time to
apply them in the RecSys domain as well. Deep learning has
the potential to be the core of the next generation of recom-
mender systems. DLRS 2016 aims to speed up the spread
and acceptance of these methods in the RecSys Community.
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